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1. Introduction

This is an Exploratory Data Analysis (EDA) of the Motor Vehicle Collisions – Crashes data
set provided by the city of New York. To begin let us first describe exactly what an EDA is to
best explain what I wish to accomplish with this exercise.

An EDA is essentially a prescreening of a data set. This is where we analyze a data set to
see if there are any anomalies, empty entries, underlying assumptions or structures, if there
are any useless variables, understand links in the data, and more to gain the most possible
insight from the data set before performing further and deeper analysis on it.

Why is the EDA necessary? We are specifically performing the EDA before performing
Machine Learning techniques on our data set if we have many anomalies, outliers, empty
values and more that can affect our models and create classification trends that may not be
accurate. This way we make sure our data set is as useful as possible and maximizes our
eventual output.

2. The Data

The data I have chosen to analyse is the Motor Vehicle Collisions – Crashes data
set provided by the city of New York on the NYC Open Data platform. I wanted to
choose a data set to analyse so that I could possibly discover trends to aid the general
public in some way. By analysing this data set there are a few trends that may come out
that may have positive consequences. For example, if I discover there is a specific area
which happens to have a large number of accidents involving speeding, it could be worth
exploring lowering the speed limit or creating more signs and awareness in the area of the
speed limit. If there is a specific make of car that is getting into accidents more than
others it may be worth exploring whether there is a feature of that care that is leading to
accidents (of course this would have to be cross-referenced with data on the most
common cars to come to an accurate conclusion, however). If there is an area where there
are crashes constantly, maybe there is a defect in the way the road is built there. These are
just a few examples of possible trends we may be able to discover.
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Further background on the data set is that the data tables contain information from
all police-reported motor vehicle collisions in NYC. The police report is required to be
filled out for collisions where someone is injured or killed, or where there is at least
$1000 worth of damage. This essentially means minor scrapes that do not total a lot of
damage or have no one injured is not included. It has data on crashes from 2012 to the
present with a current total of 1.9 million entries. There are 29 labels as well that are
listed below.

Label Name Description Variable type

CRASH DATE Occurrence date of collision Date & Time

CRASH TIME Occurrence time of collision Plain Text

BOROUGH Borough where collision occurred Plain Text

ZIP CODE Postal code of incident occurrence Plain Text

LATITUDE
Latitude coordinate for Global

Coordinate System, WGS 1984,
decimal degrees (EPSG 4326)

Number

LONGITUDE
Longitude coordinate for Global
Coordinate System, WGS 1984,
decimal degrees (EPSG 4326)

Number

LOCATION Latitude , Longitude pair Location

ON STREET NAME Street on which the collision
occurred Plain Text

CROSS STREET NAME Nearest cross street to the collision Plain Text

OFF STREET NAME Street address if known Plain Text

NUMBER OF PERSONS
INJURED Number of persons injured Number

NUMBER OF PERSONS
KILLED Number of persons killed Number

NUMBER OF PEDESTRIANS Number of pedestrians injured Number
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INJURED

NUMBER OF PEDESTRIANS
KILLED Number of pedestrians killed Number

NUMBER OF CYCLIST
INJURED Number of cyclists injured Number

NUMBER OF CYCLIST KILLED Number of cyclists killed Number

NUMBER OF MOTORIST
INJURED

Number of vehicle occupants
injured Number

NUMBER OF MOTORIST
KILLED

Number of vehicle occupants
killed Number

CONTRIBUTING FACTOR
VEHICLE 1

Factors contributing to the
collision for designated vehicle Plain Text

CONTRIBUTING FACTOR
VEHICLE 2

Factors contributing to the
collision for designated vehicle Plain Text

CONTRIBUTING FACTOR
VEHICLE 3

Factors contributing to the
collision for designated vehicle Plain Text

CONTRIBUTING FACTOR
VEHICLE 4

Factors contributing to the
collision for designated vehicle Plain Text

CONTRIBUTING FACTOR
VEHICLE 5

Factors contributing to the
collision for designated vehicle Plain Text

COLLISION_ID
Unique record code generated by
system. Primary Key for Crash

table.
Number

VEHICLE TYPE CODE 1

Type of vehicle based on the
selected vehicle category (ATV,
bicycle, car/suv, ebike, escooter,

truck/bus, motorcycle, other)

Plain Text

VEHICLE TYPE CODE 2

Type of vehicle based on the
selected vehicle category (ATV,
bicycle, car/suv, ebike, escooter,

truck/bus, motorcycle, other)

Plain Text
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VEHICLE TYPE CODE 3

Type of vehicle based on the
selected vehicle category (ATV,
bicycle, car/suv, ebike, escooter,

truck/bus, motorcycle, other)

Plain Text

VEHICLE TYPE CODE 4

Type of vehicle based on the
selected vehicle category (ATV,
bicycle, car/suv, ebike, escooter,

truck/bus, motorcycle, other)

Plain Text

VEHICLE TYPE CODE 5

Type of vehicle based on the
selected vehicle category (ATV,
bicycle, car/suv, ebike, escooter,

truck/bus, motorcycle, other)

Plain Text

3. Loading the Data

The first step is to load the data. Here I load my data set into the variable
Motor_Vehicle_Collisions_Crashes.

Next, we need to ensure that data was loaded correctly. To do this I first check the
dimensions of my data.

We see that the dimensions are correct, all 29 variables are present and there are 1.9
million entries as specified by the documentation on the dataset. We also need to see that all
specified variables are there.

The 29 variables are all correctly named which is obviously important. As a final sanity
check, we will look at a small subset of the data to ensure everything looks fine.
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Everything looks correct so we can conclude the data has been adequately loaded into the
project.

4. Checking for n/a values

If there is one thing I have noticed about my data set is that there are a lot of n/a values in
certain columns. This seems this is because Police Reports do not necessarily need to report all
these 29 aspects 100% of the time. As such I want to do an analysis to see how many values in
each of my 29 labels are n/a.

Instantly we see a few clear things. The first is the labels that have data for all entries.
These are fields with a 0, indicating that there were no n/a values in the entire data set for these
labels. The labels are: Crash Date, Crash Time, Number of Pedestrians Injured, Number of
Pedestrians Killed, Number of Cyclists Injured, Number of Cyclists Killed, Number of Motorists
Injured, Number of Motorists Killed and Collision ID. Nine labels in total are those you would
most likely expect to have no n/a values. Crash Date and Crash Time are always applicable.
There are 6 labels here about categories of people who have either been injured or killed, would
rarely be n/a over simply putting 0, it is pretty clear when someone is injured or killed and police
priority to document the involved parties. The last is the Collision ID which must be generated
for each documented collision so once again not surprising to see no n/a values.

Second, there are the labels with such a small number of n/a values that it is negligible
when compared to the fact the data set has 1,902,164 total entries. These values are the number
of Persons Injured (18) and the Number of persons killed (31). I am lost for meaning on how
exactly these labels could be n/a values, as it would seem pretty clear cut for any police reports.
So let us look at some of these such entries. Let us analyse the Person’s Injured category first.
We begin by loading the column into a variable.

Next, I check to find the specific entries that are n/a values.

Then I print out a few of these entries to see if there is anything I may be able to glean.
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What is interesting about these is in both cases there is someone listed as injured in the
categories of Motorist, Pedestrian or Cyclist, yet the number of people injured is n/a. I am unsure
why this is but this happens such a negligible amount of times in my data set I feel comfortable
removing these entries without sacrificing any of the dataset’s integrity.

Third, there is “Contributing Factor vehicle 1” that has 5667 n/a values. This is much
larger than 13 and 31, yet it is still a very low number when compared to the overall data set the
size of ~1,9 million. It is also a very important feature as it gives the reasoning to the crash from
which a lot of contextual information about what common causes there may be for crashes. As
such, I also feel comfortable removing those 5667 entries when performing my eventual
analysis.

Forth we look at the contributing factor values for vehicles 2 to 5 and vehicle type codes
for 2 to 5 they scale up. This is because crashes tend to involve not too many cars, so you can see
the n/a values get larger as we add more vehicles to crash. If there are 5 vehicles however we do
not want to lose this information so we do not make any changes based on the high proportions
of n/a values in this field.

Lastly, we have the labels that correspond to the location of the crash: Borough, Zip
Code, Longitude, Latitude and Latitude. Borough and Zip Code appear to be somewhat
correlated with Borough having 589361 entries and Zipcode having 589630, we need to check
the correlation to be sure but both having such a close number of missing n/a values seems
convincing, especially as Borough and Zip Code are intrinsically linked as Boroughs tend to
have common Zip Codes. Longitude and Latitude are coordinates that are then put together to
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form the location. This seems to be why they all have the exact same number of n/a values being
220620. Now the interesting thing here is Borough and Zip Code could technically be derived
from Longitude and Latitude. So if I desired I could update the data with the Borough and Zip
Code when it is missing. Despite the location being important unless I am specifically doing
analysis which relies on location, I see no reason to remove those entries, especially as it is a
decent proportion of the total data set.

5. Checking Label distributions

First let us check the distribution of times. There are ~1.9 million data points so plotting
them all is not feasible, a box plot allows us to analyse the distribution of the data clearly.

The Boxplot shows a median average value of ~14:00 or 2 pm, and the vast majority in
the times from ~10:00 to ~18:00. This is interesting as I thought it may correlate with the rush
hour which tends to be earlier, however, this also makes sense as this is the range of time where
the most people are awake and possibly as there is less traffic more potential for speeding and
accidents. Regardless, it is good to understand how time is distributed so we can account for any
bias we may see when doing analysis with time.
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We will now analyse the distribution of the number of people Killed and Injured.
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As one may expect we see that we have an exponential drop-off as the number of people
injured or killed increases. It is more clear in the number of injured people as the range of the
number of people injured is much greater. That is also an expected trend, people tend to be
injured more than killed and that meets the expectation. What I find very surprising is how many
people can be injured at once. There is a significant number of crashes where more than 20
people were injured which I did not expect as I personally have never heard of these situations
and would be interested to see if there are common reasons that lead to these large numbers of
injured drivers and civilians. Overall the distribution appears to be fine and no clear outliers
seem present. As with the previous data analysed it is good to get an understanding of how it is
distributed so that when performing future analysis I can understand the biases.

There is also an analysis of the reasons for each driver who got into the crash. The dataset
includes reasons for up to 5 drivers and the causes that lead them to the crash.
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So here we have the factors for up to 5 vehicles in the crash. The most obvious trend is
that the number of N/A entries increases with each vehicle i.e. vehicle 1 has a lot fewer N/A
entries than vehicle 5. To be expected crashes with fewer vehicles involved are more common.
This does however highlight to me that this data set has no value that specifically highlights how
many vehicles were actually involved, which could be a good comparison point with this
contributing factor data. The way that causes are distributed between each vehicle seems mostly
similar just less quantity in each category when you move on to each successive vehicle. It is
unclear from viewing this distribution whether there is any relationship between the reasons for
each vehicle and further analysis will be needed to determine whether there is any.

For analysing location I created a scatterplot to show where the coordinates were mostly
clustered.

Now most points you can see are clustered around Lattitude 41 and Longitude -75. This
area is New York City. There seem to be a lot of outliers that are well out of the bounds of a
crash dataset for NYC. These outliers are made even clearer when we analyse the box plots for
each.
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We see the vast majority of the points are in a tiny sliver of the data set and there are
quite a few outliers as seen in both box plots. Therefore it seems as if it will be important to
remove all these outliers. I will find these outliers later in this EDA.

Lastly, we will check the vehicle codes. Now there is a slight issue with graphing this as
for Vehicle Type code 1 there are 1388 unique categories and for Vehicle type code 2 there are
1538 unique categories and Vehicle Type code 3 has 219, all too many to plot in a single bar
chart so we will skip over these. From looking at what charts it created it wasn't imbalanced so
we will skip it.
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Below is the code to carry out all these plots:

6. Checking for duplicates

I next just wanted to check if there were any duplicate rows. There actually were none
which is convenient for me.

7. EDA Conclusion

I have achieved a few clear objectives here in my EDA. The first is ensuring my data can
be adequately loaded and that there actually is enough data present for me to run a successful
analysis. The second is I have been able to analyse and recognise what data can and should be
removed through various factors, whether due to an abundance of n/a values or outliers in the
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specific sets of data. The third is I have gained a strong understanding of my data, what trends
are already clearly visible in the distribution of the labels and allowing me to understand any bias
that may arise from my future analysis.

I have also come to realise my data is mostly categorical with not many continuous
values. The only continuous values are location. The rest is categorical, this is important to
realise when picking the best analysis techniques for my data.

8. Objective

I have decided that my objective is to see based on all other data whether I can find the
primary reasoning behind the crash, so the reasoning of the first vehicle is listed. If we can
accurately predict the reasoning behind the crash based on all other predictors that would
accurately demonstrate that location, time, date and number of people injured or killed can
predict what accident occurred, allowing for possible changes to make to prevent such accidents.

9. Removing the unneeded variables

Before I begin my analyse I must remove the entries I have deemed unnecessary or
unimportant to the data from the EDA. These variables include.

● Entries with n/a values for the number of people injured
● Entries with n/a values for the number of people killed
● Entries with n/a values for the Contributing Factor of vehicle 1
● Entries with n/a values for the Longitude and Latitude
● Outliers from location

As mentioned in the EDA it may be worth removing the 220620 entries with n/a values
for longitude and latitude if I wish to do location analyses. I think this overall is worth the
tradeoff and as I have ~1.9 million entries it isn’t that big a dent regardless.

However, when going through the variables I decided to veer slightly from my original
conclusions in the EDA and also remove the entries with n/a values for

● Borough
● Zip Code
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This still provides us with 1273640 entries which are still over a million. I considered
removing n/a values for on-street name and cross-street name but then I realised that sometimes
there just might not be an on-street or cross-street and realised that would skew the data

Next is removing the outliers in the longitude and latitude. Based on the EDA we can see
where the vast majority of data lies.

Above you can see, especially when compared with the earlier boxplots that we have a
very reasonable range now.

With that our data is now ready and adequately pruned and we are left with 1270990
entries still, which is more than enough for our analysis.
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I am also going to remove a lot of the columns. The first one is removing all the location
values that are not Longitude and Latitude. They all essentially say the same thing, it can all be
deduced from the Longitude and Latitude so we can remove Zip Code, Borough, Off Street
name, Cross Street name, On Street Name. Next, we will remove the fields for whether
Motorists, Pedestrians and Cyclists specifically are killed or injured. Though there could be
something to be gleaned from this information, my EDA showed they do not always line up with
the total injured and killed and will add unneeded complexity to the analysis. Lastly, I will
remove the Vehicle codes and all the Contributing factors other than the first. This way we can
treat the primary reason as the contributing factor to vehicle 1 and proceed from there. This also
again reduces complexity as we need fewer dimensions to run our algorithms. I did try running it
with the full dataset and it wouldn’t let me as a 955GB vector would have to be created which R
would not allow because of the immense size.

Above is the code used for all described above. It is slightly less as I removed columns for some
values I determined it was okay to remove n/a values for.

10. Making Categorical Variables numerical

As seen in this analysis we have an abundance of categorical variables, some of which
are not numeric. We need to convert these to numerical values to run our algorithms on it. To do
this we run code to get a list of all the unique values of the feature, then make the index of that
value in the list the representation of that categorical value. We do this for the ‘Contributing
factor for Vehicle 1’ and `Vehicle Type Code 1` as these are the only remaining categorical
variables. I also made NA values 0 if they were still some in the dataset.
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11. Time and Dates

I had to think exactly what was the best way to deal with the dates and time. They
provided separate fields and this suited the task well to keep them separate. For dates, I settled on
ordering them in a list and giving them a categorical number based on the index of the date in the
ordered list. This at least somewhat shows the passage of time with larger dates being later. For
the time I made it so that it was represented as (hour * 100) + (min*100/60). This way time is
evenly spaced in a range of 0 to 2400.

20



12. Scaling the Data

So at this point we have all our data prepped, however, it is not scaled with drastically
different values. Therefore we have to scale it so that it can work adequate well with the model.
Also when I attempted it unscaled the models wouldn’t run.

13. Splitting into training data and test data

Next to do our Machine Learning Analysis we need to split the data into the training set
and test set. The training set is used to train our model and the test set is used to check the
accuracy of the model we have produced.

Here you can see we take 80% of the data set as the training data and leave the remaining
data for the test set. The training data has 1338212 entries and the test data 334553 entries.
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14. Linear Regression

We will begin by trying linear regression using the lm() function provided in the library
caret. Even though this isn’t required for this hw I felt seeing how it went.

Things of note here. Pr(>t) essentially shows how useful a variable is in relation to what
we are trying to predict, in this case, “Contributing Factor Vehicle1’ They all are very low
showing little to no relationship apparently. The largest is for Crash Date yet even then it is still
very low. Next, is the number of people killed, which makes sense as it is most likely a good
predictor of the severity of the crash. We then create a confusion matrix and check the
misclassification rate.

The model misclassifies 100% of the time which is obviously not good. My reasoning as
to why is we are utilising a linear regression model. This is very likely not a linear model and
trying linear regression in it has proved detrimental.
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15. Naive Bayes

Next I try the Naive Bayes model. I am utilising the libraries naivebayes, dplyr and
psych.

Straight away this is an improvement of having an accuracy of 0.2783 as opposed to 0 as
seen in the linear regression model. The Kappa value shows us how well our model matched
while also controlling for possible random variables. Kappa is in a range of 0 on 1, 0.0377 is a
very low value but makes sense with an accuracy of only 0.2783%. Overall this clearly better
than the linear regression model however still not great. I would say it did better because the
assumptions of the model match up better with the situation we are analysing. It being
multivariate help and allows for better accuracy. Also, it assumes that covariates are
“conditionally” independent, this may demonstrate that my covariates are independent.
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The ROC curve quite frankly demonstrates the same trend that the model has very bad
classification abilities. We can also calculate our AUC.

It is 0.5455342, again demonstrating it has a very poor classification ability.

Looking at a selection of Sensitivity and Specificity we see that the sensitivity is close to
0 and the Specificity is close to ~0.97 in general. Essentially this means we can correctly identify
what the ‘Contributing Factor Vehicle 1’ was almost never and we can predict when it isn’t a
certain value 97% of the time. However, this is mostly because the model does not perform well
so it’s wrong most of the time anyway. Ideally, both should be close to 1.
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16. Decision Tree

Next we try the decision tree model. I decided to utilise this model as my target variable
is categorical, as is the number of people killed, number of people injured and the vehicle code
of vehicle 1. As such, I felt this model may perform well. Here we are utilising the model library
rpart.

The decision tree model did have the best performance as expected. It had an accuracy of
0.3482 which is the highest yet, but still not great. What is interesting is the kappa is 0 for some
reason. I am unsure exactly why that is because it clearly does predict well some of the times. It
may have to do with the decision tree model itself but I am unsure.
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Despite the higher accuracy, the ROC curve still shows poor classification and the AUC
is exactly 0.5, also showing poor classification.

Looking at the Sensitivity and Speicfivty, we see a high specificity, but sensitivity is NA
for some reason. I am not sure exactly why. But overall seems to have many overlaps with Naive
Bayes but has a better accuracy overall.

17. KNN

Lastly we will try KNN. To begin I have cut down my dataset and sampled it to 500,000
entries for performance purposes. It was taking too long with the full data set so I had to make it
smaller.
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Now KNN tends to perform better with multi-label models therefore I had good hopes
that it would perform the best so far.

Here we see the accuracy is 33.856. Still not high, actually lower than the accuracy for
the Decision Tree model.

KNN keeps up the same trend of an AUC and ROC curve showing very bad
classification. Overall appears all these models share the same shortcomings.
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18. Hw1 Conclusion

Overall, none of my models performed very well. I used progressively better-suited
models and this is seen in that the accuracy does improve at each step. It could be a possibility
that my data may not be very correlated at all and that the metrics I am picking to use do not
predict the ‘Contributing Factor for Vehicle 1’ well at all. There is a lot of consistency in what
the models are getting wrong which makes me believe the data just may not be well correlated in
general, with all having bad ROC curves and AUC values.  I will see what can be improved with
further techniques in Homework 2.

19. Gradient Boosted Trees

So here I decided to try the Gradient Boosted Tree method. The Decision Tree method
had the highest accuracy so I wanted to try it with gradient boosting. Now the main issue I had
was my full dataset was too large to work so I used the smaller data set of 500,000 entries, split
into a 400,000 training set and 100,000 test set.

Initially what is interesting is that we can see what variables it finds to be the most
important with the Vehicle Type being the highest. This is interesting as it shows that there may
actually be a combination between certain vehicles and the occurrence of crashes. The next to are
Latitude and Longitude. Also demonstrates that location plays an important role. The factors had
a very low impact seemingly.
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Next, we plot the test error and we see we get about as low as ~0.78. This is actually
worse than our base decision tree model, which had an accuracy of ~0.348 which is a test error
of ~0.652. So gradient boosting doesn’t make up for having more than double the data points. As
noted earlier, these techniques help when there is a lack of data, but with ~1.6 million entries my
original project was not lacking in data so this technique has made little difference. However, it
is interesting to see it come close with less than half as much data.

20. Random Forest

Now the random forest method was a technique I had a lot of hope for as it also pulls
from the Decision Tree method which proved the best. However, I came to a similar issue as with
the Gradient Boosting Trees where I just had too much data for the method to actually run,
causing me to cut my data down to 100,000 entries and having the method run with 500 trees.
This is not more than just an experiment to see if these other methods can match having much
more data.

30



Few things to note from this experience. The first main one is that the test error is still
worse than the decision tree. At 500 Trees we are at ~0.8 error whereas the Decision tree had a
test error of  ~0.652. Looking at the node purity we see that VehicleType Code 1 is the purest by
far with Longitude and Latitude next, then crash date and crash time. I will say that I didn’t
expect the number of people killed and injured to be the least. When I began this experiment I
assumed the number of people injured or killed would be one of the clearest indications of what
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may cause a crash or the reasons that lead to it, so it is interesting to see every other node is
purer. After the Vehicle itself, we still see how the next important thing is the location itself,
showing certain locations may be more prone to certain crashes. It could be an interesting further
study to see if you can predict location based on all other factors. We see the % var explained is
19.58. This is essentially the accuracy of the model, showing that it has a very poor accuracy as
seen in the test error as well. If anything has been clear from these experiments, more data seems
to beat out these techniques by far, which makes sense. These techniques improve your results on
the current data set. If I could run these models on my full data set I am sure they may provide
better results, though as you get more data it will most likely have diminishing returns.

21.10-fold Cross Validation and Linear Regression

In all honesty I doubt cross-validation will do much to my accuracy for one main reason,
my data set is already massive. For Linear Regression, Naive Bayes and Decision Tree method
my training set had 1338212 entries, which is over a million. However, for the sake of
experimentation, I will test whether cross-validation can improve the abysmal performance of
Linear Regression from my first one. We do this using the Caret Library.
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Here we try 10-fold cross-validation on the full training set which is 1338212 entries. We
see pretty much the same results however with the original linear regression where the model
misclassifies 100% of the time which is obviously not ideal.

22. Bias and Variance in Cross Validation

Let us analyse how bias and variance in the Cross Validation method. Here we utilised
the k-fold cross validation method, specifically for k=10. This means that we split our data into
10 subsets. We then train the model using 9 of the subsets and using the remaining subset for the
validation and testing. This means every data point is used to train k-1 times and used to validate
1 time. This reduces bias every data point is being used for training and reduces variance as all
the data is also being used to validate the methods. Of course, there is always a bias-variance
trade-off, but it is effective at getting both as small as possible. However, I feel as if my project
demonstrated this is a great method for when you have less data, but when you have an
abundance of data these techniques may be superfluous.

23. Homework 2 Conclusion

Overall, I have found that none of these methods has given me better results than in hw1
and for good reason. My data set was massive, to begin with, and to allow for most of these
methods to run without R-Studio crashing or the IBM machine timing out I had to cut down the
data I was using. However, Gradient Boosting and Random Forest did relatively well given how
much less of the data they were given and therefore showed promise, however, did not make up
for the difference in the number of entries. Analysis of the data set showed that the best predictor
was in fact type of vehicle or vehicle code, even if the best accuracy I could get was ~30%. This
could demonstrate that there is at least some correlation between certain vehicles and crashes.
Next was the location, showing that there may be some locations that could be problem points.
Again though we have such a low accuracy I can’t say any of this with confidence. This may be
showing that there is a more random element to crashes that can not be predicted with the given
data and show that we may need other data points.
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24. Future Work and What I have learned

As brought up, it could be interesting to see if we can predict other things any better, such
as crash location or vehicle type. However, I do feel as if overall the data set I picked might not
have been the best for this type of project. It met the requirements set, but with mostly
categorical data, features of low value with mostly n/a values and more it proved problematic. I
wanted to explore something I found interesting but overall I learned how important the quality
of data is. Furthermore, how to prep data, run the models and analyse the results were invaluable
skills I learned, as well as coding in R, which was more intuitive than I at first expected.
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